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By Wayne T. Brough

Rather than create overly rigid rules that can quickly become obsolete, regulators 
should work to ensure that electricity generation can keep pace with growing demand 
in order to fully capture the potential bene昀椀ts generated by AI-based technologies.

Introduction
The release of ChatGPT on Nov. 30, 2022, sparked a global conversa琀椀on about the 
future of compu琀椀ng.1 By January 2023, this large language model had 100 million 
users—a number that rose to 173 million by April 2023.2 Created and released by 

the company OpenAI, ChatGPT gave the broader public its 昀椀rst direct access to the 
computa琀椀onal power of ar琀椀昀椀cial intelligence (AI) and its ability to provide human-like 
text genera琀椀on with highly accurate contextual understanding. 

These advances in AI and machine learning from ChatGPT and other AI models like 
Google’s Bard, Meta’s LLaMA and other open-source models could fundamentally 
alter the future of compu琀椀ng and improve our quality of life in countless ways, such 
as enhancing scien琀椀昀椀c learning, managing complex systems, and improving the 
produc琀椀vity and output of virtually all sectors of the economy. 

Despite these poten琀椀al bene昀椀ts, important ethical ques琀椀ons and societal concerns 
have been raised about some applica琀椀ons of AI, including possible misuse or 
malevolent use as well as privacy and cybersecurity risks.3 Cri琀椀cs also fear job losses, as 
many rou琀椀ne tasks could be automated with AI, although the overall poten琀椀al impact 
of subs琀椀tu琀椀ng AI-assisted capital for labor remains ambiguous because the use of 
these technologies and the resultant expanding marketplace is expected to generate 
new employment opportuni琀椀es in new 昀椀elds.4 These poten琀椀al adverse consequences 
have caused many to call for regula琀椀on.

Addi琀椀onally, transi琀椀oning to an AI economy raises concerns about energy consump琀椀on 
and environmental impacts, as the data centers that house the hardware and other 
resources required for AI technologies use a considerable amount of power. Es琀椀mates 
suggest that the centers consume 2 to 3 percent of U.S. and global power.5 Given 
this concern, AI energy consump琀椀on and its resultant carbon footprint require 
an appropriate policy response that broadly evaluates the holis琀椀c impacts of AI, 
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considering both the direct power used by AI applica琀椀ons as well as their ability to 
improve energy e昀케ciency and lower carbon emissions in key sectors of the economy.

In this paper, we explore these issues by brie昀氀y explaining the accelerated compu琀椀ng 
behind AI models and the key bene昀椀ts the technology o昀昀ers. We then discuss two of 
the bigger concerns surrounding AI and machine learning—energy consump琀椀on and 
regula琀椀on—and o昀昀er sugges琀椀ons that policymakers can consider to ensure that the 
technologies are able to 昀氀ourish safely and responsibly.

Understanding AI, Accelerated Computing  
and Energy Needs
Much of the consterna琀椀on over the existen琀椀al threats posed by AI’s ability to mimic 
human ra琀椀onality is misplaced, given that current AI models are genera琀椀ve. Genera琀椀ve 
AI is not the same as ar琀椀昀椀cial general intelligence where machines think and learn like 
humans; rather, genera琀椀ve AI models create predic琀椀ve content based on the datasets 
on which they are trained.6 ChatGPT, for example, relies on a genera琀椀ve AI model—
trained on a large dataset (175 billion parameters originally and 1.76 trillion in its latest 
itera琀椀on)—to predict pa琀琀erns in responses to user queries and produce text-based 
content.7 

Accelerated compu琀椀ng is at the heart of genera琀椀ve AI, providing the computa琀椀onal 
power necessary to build and run these complex models. It combines the use of graphics 
processing units (GPUs) with central processing units (CPUs) and other specialized 
hardware like tensor processing units (TPUs) to allow large datasets to be processed 
much more quickly and e昀케ciently than tradi琀椀onal CPUs alone. And while CPUs rely 
on sequen琀椀al calcula琀椀ons, GPUs, TPUs and other hardware accelerators have been 
developed to e昀케ciently perform the parallel processing required to run e昀昀ec琀椀ve AI. 

Importantly, although AI-op琀椀mized hardware may lower per-task energy consump琀椀on 
because of its e昀케ciency, the total energy consump琀椀on of AI workloads can s琀椀ll be 
signi昀椀cant because AI models are typically large and run con琀椀nuously. This is especially 
true when crea琀椀ng models capable of tasks such as image recogni琀椀on, natural language 
processing and predic琀椀ve analy琀椀cs. Consider, for example, the real-琀椀me data and 
analysis required to pilot autonomous vehicles, where data from onboard sensors is 
processed immediately and requires detailed naviga琀椀on maps, object recogni琀椀on and 
car-to-car communica琀椀on. One es琀椀mate suggests that a single autonomous vehicle can 
generate up to 5,100 terabytes of data annually.8

Because of the size and energy requirements of AI models, concerns over energy 
consump琀椀on are factoring into to technological improvements, as energy e昀케ciency 
is seen as a key factor in the sustainability and cost-e昀昀ec琀椀veness of AI technologies. 
Hardware manufacturers have economic incen琀椀ves to develop products that reduce 
energy consump琀椀on to expand market share over their rivals. Likewise, data centers 
have incen琀椀ves to reduce overall power usage with energy-e昀케cient cooling systems and 
more e昀케cient energy management.9

Potential Bene昀椀ts of an AI Economy
The use of machine learning and AI modeling is increasingly important for the large-
scale, real-琀椀me data processing and analy琀椀cs that are underlying advances in many 
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昀椀elds. This increased processing power is useful for applica琀椀ons in which immediate 
responses are needed, such as the use of autonomous vehicles, where decisions must 
be made in frac琀椀ons of a second based on large amounts of incoming sensor data. 
Similarly, tra昀케c management systems must iden琀椀fy and resolve bo琀琀lenecks and other 
problems in real-琀椀me, which op琀椀mizes tra昀케c management while reducing overall 
carbon emissions.

AI is also useful when data-intensive research is required, such as in the pharmaceu琀椀cal 
sciences where new and personalized drug therapies could be developed at signi昀椀cantly 
lower costs and a more rapid pace. In fact, the pharmaceu琀椀cal industry is already 
applying such technology, and several AI-designed drugs are now moving on to clinical 
trials.10 In agriculture, AI can improve crop yields, reduce pes琀椀cide use and op琀椀mize 
the supply chain for agricultural products, and in the energy 昀椀eld, it can be u琀椀lized to 
op琀椀mize electricity grid management while also making buildings greener and smarter.11 

Table 1 highlights these and other poten琀椀al bene昀椀ts o昀昀ered by AI and machine learning.

Table 1: Potential Economic and Social Bene昀椀ts of Machine Learning and AI Modeling by Industry
Industry Bene昀椀cial Uses of AI Industry Bene昀椀cial Uses of AI
Healthcare • Improve diagnos琀椀cs and pa琀椀ent care

• Enable personalized treatment programs
• Predict disease outbreaks
• Op琀椀mize hospital opera琀椀ons 
• Accelerate drug discovery

Retail • Personalize customer experiences
• Op琀椀mize inventory management 
• Enhance logis琀椀cs
• Enable “smart” marke琀椀ng

Agriculture • Op琀椀mize crop yields
• Predict disease and pest outbreaks
• Automate farming tasks
• Improve supply chain e昀케ciency.  

Finance/
Insurance

• Assess and manage insurance risks
• Detect fraud
• Op琀椀mize investment strategies
• Personalize 昀椀nancial services

Transportation  
and Logistics

• Enable autonomous vehicles
• Op琀椀mize rou琀椀ng and delivery schedules
• Improve supply chain e昀케ciency
• Enhance safety

Education • Personalize learning
• Automate grading and feedback
• Predict student outcomes
• Enable new modes of online learning

Energy • Op琀椀mize grid management
• Increase the e昀케ciency of renewable energy sources
• Reduce energy usage in buildings and industry

Environment • Enhance climate models
• Op琀椀mize resource use
• Monitor and evaluate environmental risks

Manufacturing • Automate manufacturing tasks
• Op琀椀mize produc琀椀on schedules
• Improve quality control
• Op琀椀mize supply chain management

Public Safety 
and Disaster 
Response

• Predict and respond to natural disasters
• Enhance emergency services
• Improve weather forecas琀椀ng and storm tracking
• Op琀椀mize resource alloca琀椀on during crises

Greening AI
Despite the poten琀椀al economic and social bene昀椀ts of AI, one of the notable concerns 
with its deployment is its carbon footprint and poten琀椀al impact on energy consump琀椀on. 
Fortunately, industry is adap琀椀ng as it expands, adjus琀椀ng and implemen琀椀ng prac琀椀ces 
to reduce the overall carbon footprint and energy consump琀椀on of AI technologies. 
One area of research focuses on improving the e昀케ciency of the hardware required for 
AI modeling. As noted previously, data centers house specialized hardware designed 
speci昀椀cally for accelerated compu琀椀ng, such as the GPUs and TPUs needed for machine 
learning and large datasets. As the demand for AI increases, the development of more 
e昀케cient hardware solu琀椀ons that consume less energy becomes a market advantage. 

For example, NVIDIA is developing a new genera琀椀on of chips and hardware to more 
e昀昀ec琀椀vely op琀椀mize the use of GPUs and other hardware in ways that lower energy 

Economic  
Benefits
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consump琀椀on and improve the cost-e昀昀ec琀椀veness of AI and machine learning.12 While 
NVIDIA is currently the market leader with respect to GPUs designed for machine 
learning and data centers, compe琀椀tors such as AMD and Intel are developing their 
own GPUs, as are a host of startups.13 Even Google and Amazon are entering the chip 
market.14 

In addi琀椀on to more e昀케cient hardware, machine-learning algorithms can be op琀椀mized to 
reduce their computa琀椀onal requirements and thereby the energy required to run them. 
Techniques such as pruning, quan琀椀za琀椀on and knowledge dis琀椀lla琀椀on can simplify models 
and reduce the amount of computa琀椀on required, leading to energy savings.15 Likewise, 
energy-e昀케cient coding prac琀椀ces can reduce the energy needed to run AI applica琀椀ons.16 

For instance, coding that op琀椀mizes data structures, avoids unnecessary computa琀椀ons 
and runs on energy-e昀케cient algorithms can contribute to reduced energy requirements 
for AI models. Addi琀椀onally, smaller, compact models require less computa琀椀on and 
therefore less energy consump琀椀on; iden琀椀fying where they may be used in place of 
larger, more complex models while s琀椀ll yielding the appropriate level of accuracy and 
precision is yet another path to lower AI energy requirements.17

It is also possible to alter the loca琀椀on where compu琀椀ng is carried out to minimize  
energy use. The incorpora琀椀on of edge compu琀椀ng, which allows local devices to perform 
some of the necessary computa琀椀ons rather than a data center, can reduce energy  
costs, par琀椀cularly those associated with data transmission.18 Edge compu琀椀ng can also 
reduce latency, which is especially important when using AI applica琀椀ons that require 
real-琀椀me responses. In e昀昀ect, edge compu琀椀ng brings the bene昀椀ts of AI to local uses, 
such as homes, factories, or smart instruments and appliances that make up the  
Internet of Things.

Addi琀椀onally, data centers can lower energy consump琀椀on by adop琀椀ng more e昀케cient 
power supplies and cooling systems and improving server u琀椀liza琀椀on. Importantly, 
AI itself can help data centers more e昀昀ec琀椀vely manage these factors and iden琀椀fy 
opportuni琀椀es to reduce energy inputs. In fact, Google, Meta and Microso昀琀 all rely on 
AI to improve the func琀椀oning of their data centers.19 Google, for example, used its 
DeepMind AI to reduce the energy used for cooling its data centers by up to 40 percent.20 

There are also opportuni琀椀es to incorporate renewable energy more e昀昀ec琀椀vely into the 
opera琀椀ons of data centers. The Citadel Campus in Reno-Tahoe—the largest data center 
in the world at 7.2 million square feet—is powered by renewable energy.21

Finally, it is crucial to remember that beyond data centers, AI also has the poten琀椀al to 
contribute signi昀椀cantly to reducing carbon emissions and lowering energy consump琀椀on 
throughout the economy. AI models can op琀椀mize energy use in buildings and industry, 
enhance electricity grid management and facilitate more e昀케cient transporta琀椀on 
systems, among other applica琀椀ons. 

Thus, energy consump琀椀on by AI and machine learning is a concern worth addressing, 
with the understanding that AI is a new 昀椀eld emerging in a dynamic marketplace, and 
new technologies, greener coding and more e昀케cient energy management are all already 
combining to reduce the current energy demand. These prac琀椀ces should be encouraged, 
and policymakers and regulators should be cognizant of both the evolving nature of the 
market and the inherent, market-driven incen琀椀ves that reduce the overall power load of 
data centers.

Data centers can lower energy 
consumption by adopting more 
efficient power supplies and 
cooling systems and improving 
server utilization. Importantly, AI 
itself can help data centers more 
effectively manage these factors 
and identify opportunities to 
reduce energy inputs.
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Regulate or Innovate?  
Given the rapidly evolving nature of AI technology and the concern regarding its high 
demand for energy, it is understandable that policymakers, technologists and other 
stakeholders are deba琀椀ng regula琀椀on. Yet the increase in the demand for energy must 
be evaluated within a proper framework, which requires comparing the energy use and 
outcomes achievable through the compu琀椀ng power of AI to the alterna琀椀ve. That is, we 
must consider how much energy would be required to generate the same outcomes 
and increases in produc琀椀vity and economic growth in the absence of AI and machine 
learning, if those same gains are even feasible. Such an approach would highlight both 
the costs and bene昀椀ts of the increased energy consump琀椀on of AI-based technologies.

S琀椀ll, should a market failure be iden琀椀昀椀ed, it is essen琀椀al that any regulatory framework 
considered be 昀氀exible enough to allow stakeholders and other par琀椀es to innovate 
and iden琀椀fy market-driven solu琀椀ons to reduce energy demands. Overly prescrip琀椀ve 
rules would likely become outdated quickly, locking in subop琀椀mal technologies and 
unnecessarily impeding newer, more e昀케cient approaches for managing energy 
consump琀椀on. Excessive regula琀椀on would also hamper the adop琀椀on of newer 
technologies or the deployment of renewable energy resources that could o昀昀er 
signi昀椀cant economic and social gains, including op琀椀mizing the power grid to more 
e昀케ciently generate and deliver electricity.22

Regula琀椀ng this technology would also be challenging because AI is not con昀椀ned to a 
speci昀椀c sector of the economy; it spans a wide variety of sectors such as healthcare, 
昀椀nance, transporta琀椀on, energy and more—all of which have exis琀椀ng regulators with 
the authority to intervene in the marketplace. Before crea琀椀ng new regulatory bodies, 
it would be prudent to iden琀椀fy speci昀椀c weaknesses, market failures or challenges that 
cannot be resolved within exis琀椀ng regulatory frameworks. To do so, policymakers will 
require a deep understanding of the technology, its applica琀椀ons and its implica琀椀ons. 
Close collabora琀椀on between policymakers, AI researchers, industry stakeholders and 
the public will yield a more robust policy framework for AI technologies. 

Conclusion
Rapid advances in AI and machine learning are poised to drive economic growth 
by automa琀椀ng rou琀椀ne tasks, increasing produc琀椀vity, enhancing business processes 
and reducing waste. Although managing the energy needs of AI models is an 
important issue, high energy costs o昀昀er natural incen琀椀ves to develop technologies 
and products that increase e昀케ciency and lower the energy costs required to run AI-
based technologies. This con琀椀nued evolu琀椀on of AI technology requires a regulatory 
framework that fosters 昀氀exibility and promotes innova琀椀on. Rather than create overly 
rigid rules that can quickly become obsolete, regulators should work to ensure that 
electricity genera琀椀on can keep pace with growing demand in order to fully capture the 
poten琀椀al bene昀椀ts generated by AI-based technologies.
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